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Jail population, Jail pretrial

- **Kansas total (jail population)**
- **Kansas total (jail pretrial)**

**2015**
- Kansas total (jail population): 5,964
- Kansas total (jail pretrial): 3,851

From the Vera Institute of Justice, “Incarceration Trends” Website
From the Vera Institute of Justice, “Incarceration Trends” Website
The use of risk assessment tools in making pretrial decisions poses threats to civil liberties and will not reduce the jail population or improve pre-trial accuracy.
Overview

- Legal Guidance and Relevant Literature
- Risk Assessment Data, Proxy Variables, Racial Bias
- Implementation Best Practices
- Alternative Pre-trial Release Strategies
Risk Assessment Tools Critiqued by DOJ

- 2014 Letter to U.S. Sentencing Commission¹
- “Promise and Danger of Data Analytics”
- Mistaken Reliance on Static, Historical Factors
- Bias Against Underserved Communities
- Constitutional Infirmities
- Further Study Required

Academic Critiques of Risk Assessment

- Cecilia Klingele, The Promises and Perils of Evidence-Based Corrections, 91 Notre Dame L. Rev. 537 (2015);
Constitutional Infringements

- Due Process Clause
  (Group-Based Liberty Deprivations)

- Equal Protection Clause
  (Suspect Class-Based Deprivations)
Court-Recognized Safeguards

- Attorney Present at Risk Assessment Administration
- 5th Amendment Right Not to Answer Certain Questions
- Attorney Review of the Assessment Results
- Right to Raise Objections at Hearing.
- Robust Hearing With Other Information Considered

- Cases:
  Malenchik v. State, 928 N.E.2d 564 (Ind. 2010)
  State v. Loomis, 881 N.W.2d 749, 753 (Wis. 2016)
No Adequate Pre-Trial Safeguards

- No Counsel at Risk Assessment
- No Clear Right to Counsel at Initial Bail Hearing
- No Ability to Review Risk Assessment Prior to Hearing
- Less Robust Hearing Opportunity
- Cases:
The Fairness Problem:
Risk Assessment Tools come with a host of built-in biases and potentially violate civil liberties while failing to promote human dignity.
Why are we here today?

“What algorithmic risk assessment has done is reveal the inequality inherent in all prediction, forcing us to confront a much larger problem than the challenges of a new technology. Algorithms shed new light on an old problem.”

What is the problem?

Algorithms shed light on racial bias in the criminal justice system.

“That order of operations can be problematic given the range of data that fuels the forecast. Data scientists often refer to this type of problem as ‘garbage in, garbage out.’ In a historically biased criminal justice system, the ‘garbage in’ can have grave consequences.”

Vincent Southerland - Executive Director, Center on Race, Inequality, and the Law, NYU Law. The Devil is in the Data, APRIL 9, 2018, https://www.aclu.org/issues/privacy-technology/surveillance-technologies/ai-and-criminal-justice-devil-data
The data that feeds the algorithms that run the RAI are often proxies race and poor people.

- Defendant age
- Substance use
- Criminal history, including violence and failure to appear
- Active community supervision
- Pending/current charge(s)
- Employment stability
- Education
- Housing/residential stability
- Family/peer relationships
- Community ties
The tools are validated, so what?

“Even a well-validated risk assessment tool **will not produce accurate estimates** of risk for failure to appear and/or rearrest if it is not used correctly.”
The data in Kansas shows racial biases

- **Policing**
  - The Wichita Police Department study of 37,454 traffic and pedestrian stops in 2001 found: Blacks are twice as likely to be stopped by WPD. Blacks were 3 times more likely to be searched, arrested or have officers use excessive force. Black and Hispanic drivers were more likely to be stopped at night than White drivers.

  - Between 2010 and 2014 the RCPD intensified its enforcement of state marijuana prohibition law. In 2014 black persons in Riley County were 6.8 times more likely than white persons to be arrested for marijuana possession.” [https://mapj.org/2017/02/23/cej-leaflet-on-rcpd-drug-law-enforcement-2010-2014/](https://mapj.org/2017/02/23/cej-leaflet-on-rcpd-drug-law-enforcement-2010-2014/)

  - Marijuana arrests: Black residents make up 11.5 percent of Wichita’s population but account for 35 to 40 percent of the first-time cases, municipal court records showed.” [https://www.kansas.com/news/politics-government/election/article16705595.html](https://www.kansas.com/news/politics-government/election/article16705595.html)

- **Jails and Prisons** - Black people represent 6% of the population, but 30% of the state's prisoners

- **Prosecutors** – On average, about one quarter of youth of color receive diversions, compared to about 45% of white youth. [https://www.kuyj.org/uploads/2/1/9/2/21929892/racial_disparities_in_the_kansas_juvenile_justice_system_2019.pdf](https://www.kuyj.org/uploads/2/1/9/2/21929892/racial_disparities_in_the_kansas_juvenile_justice_system_2019.pdf)
Healthcare, Education, Employment, and Housing Data in Kansas

- Black students are 5 times as likely to be suspended as White students. [https://projects.propublica.org/miseducation/state/KS](https://projects.propublica.org/miseducation/state/KS)

Less than 4 in 10 Kansas Students are Proficient in Reading and Math

Black Kansans More than Twice as Likely to be Unemployed as their White Counterparts


*Asian Kansans’ data for median household income does not include Pacific Islanders.

Black Kansans are roughly twice as likely as white and Asian/Pacific Islander Kansans to report missing health care due to cost.

One-quarter of Black (25.4 percent) and Latinx (25.3 percent) Kansans live in poverty, compared with white Kansans (10.6 percent).

For children in Kansas, the percentage of children of color living in poverty is even more pronounced. Compared with white children in Kansas (10 percent), Black children are four times as likely (40 percent) and Latinx children are twice as likely (22 percent) to live in poverty.

Risk Assessment tools are not the solution to alleviating overcrowding and racial disparities in Kansas.

“Any system that relies on criminal justice data must contend with the vestiges of slavery, de jure and de facto segregation, racial discrimination, biased policing, and explicit and implicit bias, which are part and parcel of the criminal justice system. Otherwise, these automated tools will simply exacerbate, reproduce, and calcify the biases they are meant to correct.”

Vincent Southerland - Executive Director, Center on Race, Inequality, and the Law, NYU Law.
Across the country, experts are speaking to legislatures and task forces just like this one.

**Washington**
Released report in February 2019; the report does not make a recommendation regarding the use of these tools but recommends courts using them to consider practices to measure performance and ensure transparency and equality. http://wsac.org/pretrial-reform-task-force/

**Ohio**
Formed 2018; ongoing

**Massachusetts**
Passed law to implement task force recommendations; heard from experts from MIT and Harvard - An Open Letter to the Members of the Massachusetts Legislature Regarding the Adoption of Actuarial Risk Assessment Tools

**New York**
Released report in March 2018; says further study is warranted before implementation.

**Idaho**
House approves H0118, which requires: - all data + records used to build or validate a risk assessment to "be open to public inspection, auditing, and testing" - no claims of trade secrecy
Risk Assessment tools are not right for Kansas.

- Criminal justice systems vary county by county in how offenders are treated.
- Correctional resources vary at the county level and can have an impact on outcomes.
- Important to consider economic growth and development, pre-reform versus post reform conditions; they can change across time and lead to different results for various reasons.
- Need to have the infrastructure and financial resources to collect the data necessary to locally validate the tool.
The use of risk assessment tools in making pretrial decisions poses threats to civil liberties and may not result in the reduction of the prison population.
Kentucky – HB 463 mandated risk assessment tools

- Relative to black defendants, white defendants are more likely to be granted non-financial release.

- The racial gap jumped from about 2 percentage point to 10 percentage point after HB 463 was implemented and remained relatively constant through January of 2016.

- Despite the increase in the likelihood of being granted non-financial release, HB 463 did not lead to a visually discernible increase in the likelihood of being released within 3 days for black defendants.

- Once county effects and varying time trends at the circuit level have been accounted for, the racial gap in the likelihood of being released is pretty constant over time at about 5 percentage point.
We believe that jurisdictions should not use risk assessment instruments in pretrial decisionmaking, and instead move to end secured money bail and decarcerate most accused people pretrial. Thus, the principles that follow should not be construed as an endorsement of risk assessment instruments in pretrial decisionmaking, but rather tools to mitigate harm in places where they are already in use.
Alternatives to Risk Assessment Tools

• Pre-Court Messages
  • Consequence Messages
  • Plan Making Messages
  • Combination Messages

• Re-Design of Summons Forms

- Policing changes, such as issuing citations in lieu of arrest

- investments in non-police responses to public safety problems

- Automatic release of broad categories of defendants
Concerns About Risk Assessments
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